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Not every continuous distribution 
is symmetric.





The Exponential Distribution
• A heavily skewed quantity is often represented using the 

exponential distribution.


• For instance: time between events, lifetimes of machines or 
components, magnitudes of earthquakes, insurance claim 
amounts, etc.


• The exponential distribution is characterized by a single 
parameter, .


• This is called the rate parameter and is thought of as the 
rate of event occurrence.

λ



The Exponential Distribution
• The PDF of the exponential is given by:




• The CDF of the exponential is given by:





• We also have  and .

f(x) = λe−λx, x ≥ 0

F(x) = 1 − e−λx, x ≥ 0
E[X] =

1
λ

var(X) =
1
λ2









The Memoryless Property
• An exponential random variable is said to be 

memoryless.




• Knowing that an exponential random variable 

exceeds a threshold does not change our 
understanding of its future behaviour.

P(X ≥ a |X ≥ b) = P(X ≥ a − b)



Example
• Suppose that the number of kilometres that a car 

drives before engine failure follows an exponential 
distribution, with rate .


• How many kilometres do we expect the car to 
drive? 

• Given that the car has driven for km 
already, how much further do we expect it to 
drive?

λ = 0.000002

250,000



The Exponential and the Poisson Process
• If events occur at a rate of  per unit time, we saw 

that their count on an interval of length  follows a 
 distribution.


• The time between successive events will follow an 
exponential distribution, with rate .
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The Gamma Distribution
• The exponential is a special case of the gamma 

distribution.


• The gamma distribution has two parameters,  and , 
called the shape and scale parameters respectively.


• We have that  and .


• The PDF of the distribution relies on the gamma 
function.

α β

E[X] = αβ var(X) = αβ2



The Gamma Function
• The gamma function is a function defined via an integral.





• The gamma function generalizes factorials








Γ(α) = ∫
∞

0
xα−1e−xdx

Γ(n) = (n − 1)! n ∈ ℕ
Γ(α) = (α − 1) ⋅ Γ(α − 1)

Γ(0.5) = π



The Gamma Distribution
• The PDF of the gamma distribution is





• The CDF of the gamma distribution is





• Here,  is the incomplete gamma function.

f(x) =
1

βαΓ(α)
xα−1 exp (−

x
β )

F(x) =
1

Γ(α)
γ (α,

x
β )

γ(α, x) = ∫
x

0
xα−1e−xdx
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Relation to Other Distributions
• Setting  gives the standard gamma distribution.


• The Exponential distribution is a  distribution.


• If we take  and , this is called a chi-square 
distribution. 

• Denoted , this will become important later.


• If , then .

β = 1

Gamma (1,
1
λ )

α =
ν
2

β = 2

χ2
ν

Z ∼ N(0,1) Z2 ∼ χ2
1


